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Abstract. Within a search session users often apply diftesearch terms, as
well as different variations and combinations ofrth This way, they want to
make sure that they find relevant information fdfedent stages and aspects of
their information task. Research questions whidseafrom this search ap-
proach are: Where do users get all the ideas, kimt suggestions for new
search terms or their variations from? How manyagdeome from the user?
How many from outside the IR system? What is the oblthe used search sys-
tem? To investigate these questions we used datativo experiments: first,
from a user study with eye tracking data; secoraimfa large-scale log analy-
sis. We found that in both experiments a large pfitte search terms has been
explicitly seen or shown before on the interfacéhefsearch system.

Keywords: Search Terms, Search Process, Session, Socialc8sjeDigital
Library, Interactive Information Retrieval.

1 Introduction

For simple information needs users can enter saage/drds into the search bar and
most of the times receive the right answer. Howef@rmore complex information
needs users tend to vary their search terms, addterens or use combinations of
them in order to achieve better results and to wecoew aspects of an advanced
information problem. This scenario of searchinginfation is a rather complex one
as we have an interplay between the user, thetsegstem and information outside
the search system, e.g. in other online or offsoerces. Input for new search at-
tempts can therefore be derived from several ssuand may additionally be subject
to cognitive processes by the user.

A first set of research questions therefore is: Wéra the sources of new search
terms? What is the share of input coming from tkeruthe search system or other
sources? Where and when in the search processtmtipl new search terms recog-
nized? Further research questions are: How long ddeake until a potential term is
used in a search? And which cognitive processeappéed on it? The answers to
these questions have implications for the desigourfsearch systems. They tell us
where, when and how in the search process usergettiag ideas for new search
terms. This can be a basis for designing new stipgoservices within a search sys-
tem that help users in the right place at the tiigh¢ of the search session.



To answer the basic question where and when uselidens for new search terms
from, we use data from two related experimentfiénfield of social science literature
search: (1) a task-based user study with 32 subprtd recorded eye tracking data,
and (2) a large scale log analysis with log datainé years. The first experiment will
tell us explicitly if users have seen new searecmsein their search process before
they use them. The second experiment can tell wslarge scale if new search terms
have been shown on the system before being usttehyser.

2 Related Work

In this section we will present related work orenaictive search models, evaluation
models and the analysis of search terms usedeaarals session.

2.1 Models for information search

The classical Cranfield paradigm is a rather tecdininodel with the goal to optimize
search results for a given query. Interactive Imiation Retrieval (IIR), in contrast,
tries to incorporate the user into the search m®ead explicitly take into account the
interactivity between the user, the system andctirgent. The IIR evaluation model
of Cole et al. [2] for example models the searabcpss by starting at a problematic
situation a user is facing, which triggers the allegoal and the task to seek infor-
mation with different seeking strategies to solve iissue. Another framework for IIR
is the IPRP model [4] which sketches the searchga® as transitions between situa-
tions, where the user can choose in each situdtam a list of choices. Another
search model is exploratory search [12] which exbfi addresses the case of a user
who is not only looking up a simple information fialout who is engaging in a more
complex problem or unknown area and who is lear@ing investigating, trying to
understand the problem a bit better step by stésisearch process.

2.2 Evaluation methods

For the evaluation of IR systems and situation8er@nt methods can be used. IR
evaluation for a long time has focused primarilytba system view. However, user
studies can give valuable insights on how useesaat with IR systems. Kelly [11]
gives a good overview of user-oriented evaluatiathods for IIR. Advantages of
these kinds of studies are that real users are@gsémaybe within a given task) and
the way they interact with the system. These methembble us to investigate the
information seeking behavior of users on the onedh@nd how an IR system can
support users (or hinder them) to gain new insightshe other hand. Disadvantages
of user studies are that they are often costly llssnaled and their significance can
therefore be limited.

Eye tracking as a method in IIR evaluation can $eduor various purposes. First,
it shows the user’s attention to different partsh#f IIR system’s interface, e.g. the
search bar or an item on the result page. For ebeartipe F pattern is known as a



regularity of how users read web pages [13]. Secitrghows which kinds of texts
(title, abstract etc.) users are scanning and hew do it. Longer dwell times can e.g.
indicate the user’s interest in an item. Third, ey@ement patterns can reveal cogni-
tive representation of information acquisition amere used to derive user groups of
different domain knowledge and working on differesgarch tasks [3]. The E-Z
Reader model [15] assumes that text reading isial ggocess with the user’s atten-
tion to one word after the other. Each of thesentittn spots is called a fixation. A
jump from one fixation to the next one is calledamcade. Within a fixation the E-Z
Reader model divides the process of understandiegMord meaning (lexical pro-
cessing) in two stages L1 and L2. The first stafjeléscribes the “familiarity check”
— the basic word identification — which can be gssed with a maximum mean time
of 104ms [16]. With the end of this stage the paogming of the saccade to the next
word is initiated. The second stage L2 ends withfthil understanding of the word.
Both stages take an overall time from 151ms to Z38maverage [15]. The time for
lexical processing depends on a number of variableh as the word length, the
word frequency in a language corpus and the wodddiéiculty [15].

Log analysis as an evaluation methodology in I&hds in the middle between us-
er- and system-oriented studies. Log analysis egoiuce user interaction with the
system on a large scale, however, it cannot amtieithe user’s information need, the
task, the overall problem, the situation and candéthe search [9]. It is important to
distinguish between web search engine log anafysilsdigital library (DL) log anal-
ysis [1]: in web search retrieved documents are pages; in DL search documents
are maintained by information professionals anddadten organized by knowledge
organization systems. Also, DL search is often igefor a certain domain, commu-
nity or topic.

2.3 Analysis of search term usage

The focus in IIR on interactivity also suggests ihgva deeper look at the whole
search process. Thereby the event(s) of a uselrepteeywords into the search bar is
certainly important. Transaction log analysis (TL#gs already dealt with different
statistical measuresf search term usage for a long time [14]: How ynaearch
terms were used? How long are search terms onge/ia this sense a lot of studies
were conducted in different domains (e.g. for Pubbmeers [7]). Along that, users of
different domainsearch differently: for example for the domainshistory and psy-
chology see [19]. On the one hand #féectivenes®f different sources of search
terms had been investigated, especially the usa odntrolled vocabulary from a
thesaurus vs. free uncontrolled terms [17]. Anotimpect are thpatterns of query
reformulation In which way do users add, delete and replaceygeems? For exam-
ple, Jansen et al. [8] found that generalizatiod specialization are main transition
patterns in web search. Jiang & Ni [10] recentlyd&d what affects word changes in
query reformulation based on word-, query- and-taskl.

So far, in research only little attention has bearen to thesources of search
terms Spink & Saracevic [18] conducted a “real-lifetidy with academic users from
several domains and identified five sources ofdetarms: (1) the question statement



the subjects had to fill out with their own infortima problem, (2) user interaction,
(3) a thesaurus, (4) an intermediary and (5) thdereed items. Yue et al. [20] did a
smaller work investigating where query terms comenfin collaborative web search.
We build up on this research and investigate ifsuibave explicitly seen search terms
before applying them in a free search. In a lagdesexperiment we check if search
terms have been shown on the system before beatj us

3 Evaluation Context

In this section we first briefly describe the ewlan system, a real-world digital
library for social science literature informatiofhen we report on the typical search
processes in the search system to understand \wbe’ ypossibilities are for getting
search term suggestions.

3.1 System Description

Sowiport [5] is a digital library for social scieménformation with more than nine
million bibliographic records, full texts and resga projects. The portal gives an
integrated search access to twenty German and dbAgihnguage databases. About
25,000 unique visitors per week are visiting thetgdpmainly from German-speaking
countries. One of the services for supporting usetkeir search process is the Com-
bined Term Suggestion Service (CTS) [5]. When tker enters characters into the
search bar, the service proposes different terrgesiipns: (1) auto completion terms
from the thesaurus for the social sciences, (Jted| broader and narrower terms
from the thesaurus, (3) statistically related tefras a co-occurrence analysis based
on titles and abstracts, and (4) author names basadto completion.

3.2 Search Process

The search process in Sowiport normally followsutagpatterns which already were
visualized and analyzed with the WHOSE toolkit §d which are comparable to the
ones in other literature information systems. Astfipossibility is that users enter
Sowiport via the homepage. They can then direaitjate a search via the search bar,
where term recommendations from the CTS are shdWa.user can also switch to
the advanced search form and start there. Thesteyxts the result page which shows
a list of twenty documents with title, authors, smuand a highlighting text fragment
that shows the textual context where the user tevens found in the document. Each
document has (where available) links to Google &eh&Google Books and to the full
text (via DOI or URL directly to the journal, prasgings, archive, university or per-
sonal websites). Users can follow these links aradl f(parts of) the full text outside
the Sowiport system. On the result page, usergegatinue and refine their search by
paging, choosing from the facets, entering newcbetarms, or starting a new search
for persons, proceedings or journals from the natadf each record. If one of the
records seems to be relevant, the user can ertefethiled view with a click on the



title. Then, all metadata entries such as titleyse, categories, topics, abstract, refer-
ences and citations are shown. From here, the gsergontinue by choosing from
similar or related records on the left page sectiynchoosing a document from refer-
ences or citations, by entering new search terntisarsearch bar above or by initiat-
ing a new search by clicking on the metadata entelarge part of users enters
Sowiport through a detailed view of a record comiligectly from a search engine.
These users can then continue their search prog#sshe options of the detailed
view.

We can distinguish between two possibilities of hosers can initiate a new
search process: (1) by simply clicking on a linkisTcan be done in the result list for
authors, proceedings, journals and from the fagetien and in the detailed view for
all metadata of the record (authors, keywords,gmates, journal, proceeding) or (2)
by manually entering new search terms into theckebar. This can be done in the
search bar on the home page, in the advanced stamhand always in the search
bar above the result list and the detailed vibwthis paper we will focus on where
users get ideas and suggestions for new searchstéom when entering them freely
in a search forn{for brevity we call it in the following affee searcl) as here users
explicitly enter new search terms which come fréwn eiser's mind (and are not readi-
ly prepared by the system)

Suggestions for new search terms can come osydtem sidg(1) from the search
term recommender when entering terms in one os#aech forms, (2) on the result
page from titles, authors, sources and highliglfitegments of each search result, (3)
from the facet section shown on the result pagtherieft, (4) from the detailed view
which shows all fields such as title, source, catieg, topics, abstract, references and
citations. Additionally, search terms can derivanir(5) the full text which is checked
typically outside the retrieval systeand finally (6) from theuser sidevho may have
some keywords on his mind, a list of referencested out on his desk or printed text
with markers here and there.

4 Experiment I: User Study

For a first investigation we used data from a gedy. For each free search we in-
vestigated if the search term was seen by thearséine search system by using eye-
tracking data.

4.1  Description

We used data from a lab study with two groups ofstibjects each (20 female, 12
male) that took place in single sessions with aatiom of 30 minutes. While one
group consisted of bachelor and master studengsother group comprised only
postdoctoral researchers. All subjects worked ffeidint fields of the social sciences.
The students were between 22 and 35 years old (18826d=3.76), while the age of
the postdocs ranged between 30 and 62 (m=40.19,28)On a 5-point Likert scale

(1="very rarely”, 5="very often”), the subjects eat their frequency of use of digital



libraries on average with 2.78 (sd=1.02) and of iow with 2.22 (sd=1.14). They
also considered their search experience in digitmbries as moderate (m=2.91,
sd=0.91).

All subjects were given the same document athmutopic “education inequality”,
opened in Sowiport, and were asked to find similacuments using our digital li-
brary. To do so, they had a total time of 10 misuf@uring the task their eye move-
ments as well as the screen were recorded. We swa@ethe conditions were the
same in each session: The subjects used a mokegbeard and a Z2monitor con-
nected to a laptop. The laptop display served ashbservation screen. All subjects
worked with Mozilla Firefox. For tracking their eyrovements we used the remote
eye tracking devic&MI iView RED 25@hat was attached to the bottom side of the
stimulus monitor. We calibrated the eye trackerhvweéach subject using a 9-point
calibration with a sampling frequency of 250Hz amdly then started the experiment.
For creating the eye tracking experiment as welmyzing the gaze data, we used
the corresponding softwa&MI Experiment Suite 360°

4.2  Methodology

For analyzing the subjects’ eye movements we aleatgaze replay video for each
subject, showing their scan paths during the wisekgsion in order to determine the
individual words the subjects looked at. The egeking software enabled us to make
full screen records that also captured the nawgatiar of the web browser and dy-
namic elements like the search term recommenderusd a fixation time threshold
of 104ms as the beginning of the L2 period whenuber starts to semantically un-
derstand the word. Since the user study was lintddbe interaction between the user
and our search system, these are the only two e®wrbere search terms could be
derived from. Therefore, we first detected eactetarsubject conducted a free search
during the experiment and captured the search tdratsvere used. In a second step,
we carefully observed the subject’'s scan pathé@fsession and checked if they had
read the search terms before.

4.3 Results

The analysis of the gaze replay videos shows thiathis task users are scanning
through the result lists and detailed views lookfog information that can help to
solve the task. As a starting point they especwsin the metadata of the seed docu-
ment, its references, citations and related entfiégy use the title, keywords, ab-
stract, references and citations to browse to edlatocuments and conduct new
searches. Terms for free searches were seen dypbicithe result list, in the detailed
view or in other parts of the system. Table 1 sheies detailed results. The users
conducted 82 free searches. Ab@886 of user search terms were seen explicitly on
the system before being used for a free search.largest part comes from the de-
tailed view (51.22%), then from the CTS (9.76%} tlesult list (4.88%), the refer-
ences (4.88%), from related entries (4.88%) annhfilwe thesaurus (2.44%). Metada-
ta fields from which search terms were taken are title (58.93%), keywords



(28.57%), abstract (7.14%), authors (3.57%), andgoaies (1.79%). In 21.95% of
the cases the used search term had not been séea tser prior to the search, which
means that the search term was formed by the Tiberdiagrams in Figure 1 also
show that the student and the postdoc group hayesimilar results.

In a lot of cases the terms later used for a fezsech query were seen by the user
several times during the session. We measured enage time of 3:44 minutes from
first sight to search and an average time of 1:RWuitas from last sight to search.

One third (29.27%) of the participants conddategnitive operations of the terms
seen. We identified the following categories: {@nslation (e.g. from German to
English), (2)separationof compound terms and then taking only one pathefterm
for searching, (3phominalizationof terms from e.g. personifications to substargjve
(4) mergingof two terms seen and (Bjoadeningof terms.

(@) (b) (©) )
Not seen Title Translation 9.76%
Detailed view o
Keywords Nominalization 6.10%
CTS
0
Result list Abstract Separation 9.76%
References 2.40%
Authors both Broader .
Related Entries B both groups
Categories 1.79% M students Merain
Thesaurus 13 postdocs ging

Fig 1. User study: (a) sources and (b) metadata fieldsenie search terms were seen and (c)
the distribution of cognitive operations.

5 Experiment II: Log Analysis

In this second experiment we used the insight frieefirst experiment and wanted to
find out on a large scale if applied search tenma free search were shown before on
the system. We used a log-based approach and cedhfartevery free search if the
used search term had been shown before in theosedsere, the investigation of
search term sources was limited to the system side.

5.1 Dataset

For this experiment we used nine years of Sowipdot) data from between Novem-
ber 2007 and July 2016. The data derives from tifferdnt technical systems under-
lying Sowiport and from different sources, suchasfiles and logs in database ta-
bles. The dataset was cleaned from bots and seagthes.

We extracted two user actions from the log data tiser action table: (1) A search
action (‘searcH) with the database fields session-id, timestasgarch form type
(simple, advanced, URL), search field type (althau, keyword, title, location, date,
institution journal/proceedings, topic-feed), tteeusearch terms and result list ids. A
free searchbased on keywords (not persons, numbers, locagtm¥ can then be



identified from the action table by having the séafiorm type set to “simple” or “ad-
vanced” and the search field type set to “all” keyword” and the user search terms
not being empty. (2) A view record actiorvigw_record) with the fields session-id,
timestamp and the doc-id of the viewed record.

This dataset was further filtered on the sesside 8 (1) user sessions which ei-
ther had at least one document view before a feaech or (2) to sessions with at
least two free searches with distinct user termghis kind of sessions the user had
the chance to recognize a search term from themdeuview before or to learn from
the system’s output between two searches. The &waluation dataset includes
96,067 user sessions with 602,065 searches ané38&cord views. A single ses-
sion contains on average 12 user actions and igt dlominutes long.

5.2  Methodology

We built an algorithm that takes each individuatrusession and goes through each
action, step by step in temporal order. For eashise step we collected the metadata
of the records which had been shown on the systeancollector. The metadata was
cleaned from German and English stop words andrstathto facilitate the compari-
son to user search terms later on. For a searidnageé collected the metadata of the
result list entries (title, persons, keywords, gatées). For a view_record action we
collected the metadata of the viewed record (tfikrsons, keywords, categories, ab-
stract). References and citations for that recasdldvonly be added to the collector if
the user had clicked the appropriate tab in the inserface. Some information shown
on the system were not collected, because it wbaldk been too costly to compute
them for each single search and record view. Tifésts namely the facet section on
the result list and the highlighting fragments éaich record that show in which con-
text the user’s search terms were found. For thaildd view we left the similar and
related documents out of computation.

For each search action, the algorithm first chedkdlde search terms were taken
from the term recommender. If not, it checked i€ tfstemmed and stop-word
cleaned) search terms were shown in a previousosestep by comparing them to
the collected metadata. Therefore, it went backeidhdough the session, starting
from the search event. Then each search term wapared to the metadata fields in
the collector. The ordering of different metadatdk (title, keywords etc.) in the
collector had an influence on the field in whicte thser term is found, because the
user term was first checked against the first erttign the second and so on. We
chose the order of the user study (see Figure ahasnpirical basis. For each hit, the
session step, the source, document and metadatavfiere the term was found and
the search term itself were recorded.

5.3 Results

Figure 2 shows the results of the log experimentshare 0f38.29% (215,376 of
562,426) user search terms were shown by the syl&fare being used in a free
search. The source was in most cases (25.02%gsu# tist, then the detailed view



(13.27%), followed by the term recommender CTS%®.@nd marginally the refer-
ences (19 times - ~0%). Metadata fields, wherecketarms were derived from are
keywords (57.13%), title (18.45%), persons (10.38&bstract (8.45%) and catego-
ries (5.58%). We also measured the distance bettheesearch action and the step in
which the search term was shown on the systemré&igfc) shows that a large part
(29.59% of 38.29% maximum) was shown within thresps, which is quite near the
search action. Within 10 steps almost all searoigehat were used were shown on
the system (35.79% of 38.29% maximum). There arawvarage 2:30 minutes/9.35
session steps between first occurrence and thehsaad 2:04 minutes/3.64 session
steps between last occurrence and the searchGategverage, a term was shown 8.76
times within a session before being used in adezech.

(@) (b) (©)

Not found Keywords
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% of shown terms
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Fig 2. Log analysis: (a) sources and (b) metadata fielisrg/the search terms were shown
on the system and (c) the distance to the seatinan session steps.

6 Discussion

The two different experimental approaches in owechave well completed each
other. The user experiment visualized the proceas users are explicitly scanning
the user interface for information and in particidaowed that in their free searches
users apply terms they have seen before on thelssgstem. Here, two different
sources — system and user — were examined as lgossilrces of search terms. The
log experiment then concentrated on the systemaside source for search terms and
checked if there is a regularity.

In the user study a large part (78%) came fromsistem and was seen; the rest
came from the user and other sources. This regly value can be surely ascribed to
the specific evaluation task. We additionally expented with lower and higher
fixation times. With a fixation time of 50ms somerma search terms had been recog-
nized before the search, with 151ms some lessthieutore of search terms which
were seen was stable.

In the log analysis we found a value of about 38%eims that were shown before
being used in a free search. This is still a higlue, but surely based on a different
kind of user population with a diversity of taskslaopics. In the log analysis we can
only assume that the users have explicitly seenté¢hms. However, the identified
scan process in the user study, the number oftséanms occurrence in the session



prior search and the scale of the experiment indbenalysis indicate a high proba-
bility for this being true.

In both experiments a considerable amount of fesgch terms originated from
different parts of the system, which should givstegn designers a higher responsibil-
ity to support users in finding the right termspgart has to be given not only via a
typical term recommender (which has been long-tatienowledged in our field), but
also in all steps of the search process, as welhils viewing the entries in the result
list and checking a record in detail.

In terms of system and user sources, Spink & Sai@¢&8] in their experiment
found that user interaction was responsible for 28%he search terms, while 11%
came from Term Relevance Feedback [the rest caome fhe question statement
(38%), thesaurus (19%) and intermediary (9%)]. &ely, our and their results are
hard to compare, because of the different settirfighe experiment. However, on the
system side they have focused on a relevance fekdbap, in which users chose
terms from documents they found relevant. Thisnicdntrast to our experiment,
where we take into account tholesearch system as a source for new search terms.

In detail, in both experiments suggestions for de#erms had been taken from the
detailed view (51.22% and 13.27%), the result(#s88% and 25.02%), from the term
recommender (9.76% and 2.90%) and other sourcésaghin shows that interesting
new keywords are extracted at different steps efsbarch process. A typical term
recommender is only one of several sources whezesume taking ideas from for
new free searches. Metadata fields where searcis teere taken from were relative-
ly similar in both experiments. Most came from t#eyword section (28.07% and
57.13%) and the title (59.65% and 18.45%), from dbstract (7.14% and 8.45%),
persons (3.57% and 10.38%), and categories (1.7@P6.&8%).

Following the search processes in the userrarpat showed that search terms
were shown several times in the system before @gmted them in a free search. In
the log analysis, applied search terms had beenrsiothe system up to eight times
before being used. Although both experiments h#drdint kinds of tasks (explorato-
ry search in the user experiment; a diversity gksain the log analysis), the time
spans from first sight and last sight until seasrle comparable. It took about
3:44/2:30 minutes from first sight and 1:27/2:0suates from last sight to the search
event. Additionally, the log experiment shows ust tthe largest share of terms were
shown within three session steps — thus from arawtion perspective really near the
search action.

All'in all, by taking into account the whole seagystem, we can see that steps in the
session beforehand influence the actual step, whialstrong argument for the whole
session or interactive information retrieval disias.

7 Conclusion & Future Work

In this paper we conducted two experiments to itigate where users are taking
ideas and suggestions for new search terms insttaeches from. The user experi-
ment showed well the process of scanning informatind taking term suggestions



from the system that have been shown at differeatcgs, such as the result list, the
detailed view or the term recommender. The logyaiglkshowed on a large scale that
one third of search terms had been shown on thersyisefore the users conducted a
search query with these terms. Answering our rebequestion from the beginning,
we can say that a good share of search terms civareghe system. The other parts
are information from outside the system, but frontiree sources (e.g. reading full
texts or articles in another tab) and from the $@e with printed texts, ideas from
discussions etc.

Search terms were seen and shown up to eight fimdee search session and it
could take some minutes until they were used irea $earch. This again shows that
the segmentation of the search process to quepypines is too short-sighted, but user
perception in the process minutes before queryargrmassively influence the actual
action step. This also somehow negates user moed#isthe assumption that the
actual step is only influenced by the action befditee user experiment also showed
that users are conducting cognitive processingeehderms such as translation or
separation.

We can conclude that finding new search termspsoaess: (I) A good share of
new free search terms comes from the system. éidrch terms are shown and seen
several times on the system before being used.Hims can come from different
parts of the system and from different metadatadie(IVV) Search terms are seen at
different points in time within the session andtdén take some time until they are
used. (V) New search terms partly underlie cogeitiperations from the user.

This research shows that searching and especiatling new free search terms is
a complex process with interaction between the, ulsersystem, the content and other
entities online and offline. The user’s state fuenced by all parts of the system and
the user influences the system’s state. In futuoekwve want to concentrate even
more on examining which interaction processes hapythin a whole search session
and how we can develop more suitable user modais#Hpture these processes.
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