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ABSTRACT
Shopping online is more and more frequent in our everyday life. For
e-commerce search systems, understanding natural language com-
ing through voice assistants, chatbots or from conversational search
is an essential ability to understand what the user really wants.
However, evaluation datasets with natural and detailed information
needs of product-seekers which could be used for research do not
exist. Due to privacy issues and competitive consequences, only few
datasets with real user search queries from logs are openly available.
In this paper, we present a dataset of 3,540 natural language queries
in two domains that describe what users want when searching for a
laptop or a jacket of their choice. The dataset contains annotations
of vague terms and key facts of 1,754 laptop queries. This dataset
opens up a range of research opportunities in the fields of natu-
ral language processing and (interactive) information retrieval for
product search.

CCS CONCEPTS
• Human-centered computing → Human computer interaction
(HCI); Natural language interfaces; • Information systems→
Query intent; • Computing methodologies → Discourse, dia-
logue and pragmatics.
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1 INTRODUCTION
To search for products online is an everyday activity of millions of
users, with the market share of e-commerce continually increasing
[13]. Understanding natural language in deep is the upcoming key
technology for searching in e-commerce and the generalWeb: Voice
assistants rely on processing spoken natural language, chatbots
need to extract the user’s information need from written natural
language, and the research field of conversational search explores a
dialogue-driven approach to support finding the right information.
Research on query formulation with children shows that natural
language is the intuitive way of interacting with search engines
[9]. Keyword search, however, is an artefact of the search engine’s
inability to process open vocabularies and extract the essential
key facts from a natural language text. Research on query and
information need formulation has mainly built on log data [19, 20,
32] or proprietary data [8]. Log data is not suitable to investigate
the natural information need, as the system influences the user,
i.e. if users believe the system can only handle keywords, they
formulate their query accordingly [10]. Some smaller datasets of
natural language information needs exist, e.g. as collected by Kato
et al. [10]. In the book domain, The CLEF Social Book Search dataset
[11] provides 120 natural language information needs. The data

originates from an online discussion forum, which represents a non-
controlled data collection setting. In previous research on a small
dataset of 132 natural language queries of laptops, we have shown
that natural language queries have the potential to reveal more
information about the user’s target product than queries issued on
current search engines [14]. However, available datasets are not
big enough to train automated systems to process natural language
information needs.

In this work, we collected and curated a large dataset containing
3,540 natural language queries for two product domains (laptops
and jackets). Unlike existing datasets, our product queries were
collected in a controlled experiment from participants with a broad
range of domain knowledge. For the laptop domain and a subset of
the jacket domain, we offer manual annotations of the key product
facts mentioned in the descriptions, and vague words contained in
the texts. With this dataset, we contribute a valuable resource for
the field of natural language processing and interactive information
retrieval in the context of product search.

2 RELATEDWORK
2.1 Data Collections of Information Needs
One of the most chosen instruments for understanding user needs
is the extraction from query logs. For example, a rough distinction
is made by Broder [4] who defined the user intent of web search
queries to be either informational, navigational or transactional.
Several research works cluster either search queries from logs [19,
20, 32] or transcribed voice logs [8] into groups of user intent. There
is certainly a big difference between the user’s natural information
need and the short keyword-like queries which can be found in
query logs. A more detailed description of information needs is
given in TREC [29] topics and the works based upon (e.g. [2, 16]).
Here, the situation and context of the search intent are described
in more detail and formed into background stories or search tasks.
The CLEF Social Book Search dataset [11] contains a collection of
120 natural language information needs of books extracted from an
online discussion forum. Bogers et al. [3] likewise focus on forums
to extract natural language information needs. They annotated
1041 information needs (503 in the book domain, 538 in the movies
domain) with respect to “relevance aspects”, i.e., requirements for
the search target.

Another direction is conversational search, where the conversa-
tion approach fetches more details on the actual information need
of the user. Evaluation datasets base on already existing question-
answering interactions as available in forums or dialogue support
systems. For example, MS Dialog [17] consists of 2,400 annotated
dialogues about Microsoft products, and Penha et al. [15] provide
a dataset of 80k conversations across 14 domains which they ex-
tracted from Stack Exchange.



Human-human conversations in real as well as in Wizard-of-Oz
situations in which humans simulate the system are another source
of naturally formulated information needs. For example, the CCPE-
M dataset [18] focuses on movie preferences, while the Frames
dataset [5] focus on the travelling domain with dialogues gathered
in a human-human conversation using SLACK. An additional ap-
proach in conversational search is to ask clarifying questions. The
Qulac dataset [1] collected 10k clarifying questions with answers
for 198 TREC topics in a crowdsourcing experiment.

Datasets on spoken information-seeking conversations between
humans provide audio, transcriptions and additional annotations.
Spoken conversations show differences to written conversations
and can be used for the evaluation of software agents such as Siri,
Google Now, or Cortana. The MISC dataset [25] contains audio,
video, transcripts, affectual and physiological signals, computer
use and survey data for five different search tasks based on topics
from previous research. The SCSdata [26] contains 101 transcribed
conversations with annotations and video to solve information
needs based on nine search tasks and background stories.

2.2 Product Search in E-commerce
Product search and e-commerce is a rather new field in academic
research and has specialised challenges for information retrieval:
documents, queries, relevance, ranking, recommenders, and user
interactions are different from well-known research areas such as
Web search [28]. On the level of user intents, Su et al. [24] distin-
guish between three different user goals: target finding, decision
making, and exploration, which all have different behaviour pat-
terns of query formulation, browsing, and clicking. Sondi et al. [22]
report on another taxonomy of queries generated by clustering
queries from a log: shallow exploration, major-item shopping, tar-
geted purchase, minor-item shopping, and hard-choice shopping.
Conversational e-commerce is a new area where the user conducts a
dialogue with the conversational system by voice or chat to find
the right product or to get help. The dialogue needs to be natural
so that the customer feels engaged. Therefore, understanding the
overall intent of the user’s request is essential [28].

A current paper on research in e-commerce from the SIGIR
Forum [28] lists 28 datasets for e-commerce search and recommen-
dations. However, most of the datasets focus on product catalogues
and taxonomies as well as on reviews and recommendations. Only
two datasets contain search logs with user queries. Most research
works in the area of e-commerce and product search of global play-
ers use their own query logs to improve their own search systems
(e.g. eBay [27], Amazon [23] or Alibaba [31]), but keep the logs con-
fidential. However, even if publicly available, these datasets contain
only keyword queries and not the natural information needs the
user is thinking of before entering it into a search bar.

Although the use case of product search is essential in e-commerce,
there is little data about the genuine information needs of prod-
uct buyers. To fill the gap of an openly available and controlled
collected research dataset, we present in this work a collection of
3,540 natural language queries in product search.

Laptop Jacket

Participants (total) 1818 1818
Valid queries (total) 1754 1786
Age (mean, std) 36 (13) 36 (13)
Gender distribution (m, f, d) 700, 1040, 12 718, 1054, 12
Domain knowledge (mean, std) 4.5 (1.5) 4.6 (1.3)

Table 1: Participants statistics for the laptop and jacket
queries dataset.

3 DATASET GENERATION
3.1 Data Collection
We recruited 1,818 participants on the crowdsourcing platform
Prolific1 to participate in the experiment. To avoid the effects of
the individual language level on the formulations, participants had
to be native English speakers. Furthermore, participants were not
allowed to use a mobile phone to complete the survey in order to
avoid effects from small screen and keyboard sizes.

After giving informed consent, participants were either asked to
describe a laptop (imagining their current laptop broke down re-
cently) or a jacket (imagining they lost their jacket). We define those
product descriptions as natural language queries. All participants
completed both tasks, but in randomised order. The task description
and the full questionnaire are available online2. Finally, the partic-
ipants answered questions about their demographic background:
(1) their age, (2) their gender, and (3) their self-assessed domain
knowledge for both domains (on a scale of 1 = “no knowledge” to
7 = “high/expert knowledge”). Table 1 presents the demographic
characteristics of the participants for both domains.

All descriptions were manually filtered to eliminate queries that
were invalid due to their form (e.g. empty strings) or their con-
tent (e.g. the text described a different product, the text did not
describe any product, the text was a meta-comment of the partic-
ipant about the task). From the 1,818 participants, we curated a
dataset containing 1754 valid laptop queries and 1786 valid jacket
queries.

3.2 Data Annotation
After collecting the natural language queries, we recruited 20 an-
notators who were taking part in a seminar at our institution. Each
laptop query was annotated by three annotators concerning key
facts and vague words. Key facts are words or phrases describing
requirements of the product, while vague words are words (within
key facts) which are ambiguous and depending on interpretation.
From the jacket corpus, so far, a subset of 363 queries was annotated
concerning the key facts for cross-domain evaluation.

Before starting the annotation task, annotators received the def-
inition of key facts and vague words, examples, and guidance on
how to handle negations and borderline cases for vagueness3. An-
notators also discussed the guidelines in a plenary session. The

1https://www.prolific.co
2https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/tree/master/

Questionnaire
3The annotation material is available at https://git.gesis.org/papenmaa/chiir21_

naturallanguagequeries/blob/master/Annotationguideline.pdf

https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/tree/master/Questionnaire
https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/tree/master/Questionnaire
https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/blob/master/Annotationguideline.pdf
https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/blob/master/Annotationguideline.pdf


Laptop

Queries (total) 1754
Words per query (mean, std) 35 (20)
Key facts
Annotated queries (total) 1752
Annotated words per query (mean, std) 10.6 (6.5)
Inter-annotator agreement .697
Vague words
Annotated queries (total) 1686
Annotated words per query (mean, std) 3.2 (2.5)
Inter-annotator agreement .653
Table 2: Dataset statistics for the laptop corpus.

annotation process was conducted on Doccano4 as a sequence la-
belling task. Annotators labelled key facts (consisting of one or
more words), e.g. (shown here in bold):

I would buy a basic laptop of any brand, one with
good reviews.

Furthermore, annotators labelled vague words, e.g.(shown here in
bold):

I would buy a basic laptop of any brand, one with good
reviews.

The inter-annotator agreement (Krippendorff’s alpha, on word-
level) on the laptop queries is .697 for the annotation of key facts
and .653 for the annotation of vague words. The annotations of
jacket key facts have a mean inter-annotator agreement of .697. We
provide the implementation of the agreement measure together
with the dataset5. Table 2 shows detailed annotation statistics for
the laptop domain.

Listing 1 presents a single data point from the laptop domain of
the final dataset, containing a unique ID, the domain, the original
text (unprocessed), information about the user who wrote the text,
and the annotations for both key facts and vague words. Each data
point contains the individual annotations as well as a combined
annotation showing words that were labelled by at least two an-
notators. The annotated words are identified by the word itself
and its position (character-level offset) in the text. The annotated
words of the key facts are also available as text segments, where
the individual labels have been taken into account.

3.3 Dataset Availability
The dataset is publicly available6 under a CC BY-NC-SA 3.0 licence.
The repository is hosted by GESIS – Leibniz Institute for the So-
cial Sciences, a well-known data provider for social science data.
We provide the dataset in JSONL and CSV format, along with a
description of variables and the annotation guidelines. Additionally,
we provide a Jupyter Notebook with code to import the dataset
into Python, perform basic statistical analyses, calculate the inter-
annotator agreement, and access single data points.

4https://github.com/doccano/doccano
5Jupyter Notebook available at https://git.gesis.org/papenmaa/chiir21_

naturallanguagequeries/blob/master/IAA.ipynb
6https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries

Listing 1: Structure of a single data point in the data set.
1 { " ID " : 1 8 87 ,
2 " domain " : ' l ap top '
3 " t e x t " : ' I want a l a p t o p p r im a r i l y f o r i n t e r n e t

use , i t needs to be l i g h t with a long
b a t t e r y l i f e . ' ,

4 " u s e r " : {
5 " age " : 4 7 ,
6 " domain knowledge " : 3 ,
7 " gender " : 'male '
8 } ,
9 " vague words " : {
10 " anno t a t o r 1 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ] ] ,
11 " anno t a t o r 2 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ] ] ,
12 " anno t a t o r 3 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ] ] ,
13 " anno t a t i on_by_ 2 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ]

] ,
14 " IAA " : 1 . 0
15 } ,
16 " key f a c t s " : {
17 " anno t a t o r 1 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ] , [ '

b a t t e r y ' , 7 7 ] , [ ' l i f e ' , 8 5 ] ] ,
18 " anno t a t o r 2 " : [ [ ' i n t e r n e t ' , 3 0 ] , [ ' use ' , 3 9 ] , [

' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ] , [ ' b a t t e r y ' , 7 7 ] ,
[ ' l i f e ' , 8 5 ] ] ,

19 " anno t a t o r 3 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ] , [ '
b a t t e r y ' , 7 7 ] , [ ' l i f e ' , 8 5 ] ] ,

20 " anno t a t i on_by_ 2 " : [ [ ' l i g h t ' , 5 9 ] , [ ' long ' , 7 2 ]
, [ ' b a t t e r y ' , 7 7 ] , [ ' l i f e ' , 8 5 ] ] ,

21 " segments " : [ ' l ong b a t t e r y l i f e ' , ' l i g h t ' ] ,
22 " IAA " : 0 . 8 1 07
23 }
24 }

4 USE CASES
The proposed natural language queries dataset can be leveraged for
multiple tasks in the field of Natural Language Processing (NLP)
and Information Retrieval (IR). The former could use this dataset to
understand the semantic intents in natural language queries, while
the latter could profit from building up (domain-specific) retrieval
models for vague conditions. We discuss potential use cases in the
following section.

4.1 Natural Language Processing
4.1.1 Spelling correction. The presented natural language queries
have been written by users without any formal restrictions and thus
contain many typographical and grammatical errors. The following
example from our dataset demonstrates this issue: “i would buy a
lenovo as u can also use rhem as tablets which isvery handy”. This ex-
ample contains misspelled terms like “rhem” and fusion error terms
such as “isvery”. Furthermore, entity-specific errors like misspelt
brand names, e.g. “Lesovo”, and domain-specific slang expressions
like “has at least 8 gigs or ram” are recurring phenomenons in this
dataset. Containing different spelling error types and colloquial
language expressions, this dataset calls for correction models in
order to proceed with tasks like named entity recognition or infor-
mation retrieval in product search (cf. [30]). The development of

https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/blob/master/IAA.ipynb
https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries/blob/master/IAA.ipynb
https://git.gesis.org/papenmaa/chiir21_naturallanguagequeries


preprocessing techniques regarding raw natural language queries
can be researched by investigating this dataset.

4.1.2 Vagueness. One common problem in information retrieval
is the vocabulary mismatch between the user’s query language
and the system’s indexing language [6]. This is due to the vague
information needs on the user-side where one is not able to sharpen
the borders of different concepts, e.g.:

I would like one with good battery and high RAM that
boots relatively quickly

The vagueness problem can increase with a higher lack of domain
knowledge [14]. Hence, developing automatised models that are
capable of recognising vague phrases in product search are needed.

This dataset is annotated on word-level regarding vague ex-
pressions. Classifying such vague words is helpful to distinguish
between specific and vague conditions. In the case of specific con-
ditions, a retrieval model can try to match such conditions with
retailer-generated product information to filter the results. How-
ever, in case of vague query conditions, it is not straightforward to
apply such filtering. Therefore, product retrieval systems could use
user-generated content of products, e.g. user reviews, to filter for
user requirements that are not entailed in the retailer-generated
fields, e.g. product quality [12]. In previous work, we demonstrated
that user reviews are highly correlating with natural language
queries according to lexical matching measurements [14].

4.2 Attribute Mapping
Natural language queries differ to keyword queries according to
length, i.e. number of query terms, and the desired amount of
conditions a certain object needs tomeet. Named Entity Recognition
(NER) is one task that aims to identify the different categories in
natural language texts and can be applied to search queries [7]. As
this dataset has been annotated on key fact-level, i.e. requirements
that a product needs to satisfy, it can be used to research automatic
matching of unstructured to structured information in product
search (cf. [28]). Identifying the attribute domains of these key facts
is useful for product retrieval systems as matching procedures can
be conducted with the technical fields of products.

As natural language queries are characterised by a more complex
structure opposed to keyword queries, another interesting task is to
parse their semantic structure. Understanding and representing the
meaning is more beneficial than using lexical matching methods
like BM25.

4.3 Product Query Classification
This dataset has been annotated for the domain of laptops as well as
for the domain of jackets. Product retrieval systems require category
identification of a search query before applying the matching mod-
els. Misunderstanding the query’s domain will lead to dissatisfying
results. Product query classification has already been researched
in the case of keyword search query data [21, 33]. However, solv-
ing product query classification on natural language queries could
initiate the investigation of more sophisticated algorithms.

5 CONCLUSION AND FUTUREWORK
Natural language is an interesting challenge in product search. Cur-
rently, only few research work has focussed on collecting the unbi-
ased natural information need of search engine users. We provide
a dataset of 3,540 natural language queries of laptops and jackets.
We annotated 1,754 laptop queries concerning the contained key
facts and vague words, and 363 jacket queries.

As this dataset is part of an ongoing research project, we plan to
enrich the dataset further. First, we aim to annotate the remainder
of the jacket queries with vague words and key facts to have a
fully comparable dataset in a second product domain. Secondly,
we plan to add clean versions of the queries, corrected for spelling
mistakes and punctuation. Thirdly, to enable work on interactive
information retrieval and user experience design, the key facts
should be matched to structured product attributes. In [14], we
have made a first investigation of a smaller dataset (N = 132), where
we mapped key facts to facets of existing product search engines
and clustered unmatched key facts to determine new facets. To train
classifiers onmatching key facts to the correct facets, a ground truth
is needed which we would like to add to the dataset in the future.
Finally, for a subset of the product queries, we aim to add relevant
products from a product pool to facilitate retrieval experiments.

For deep learning methods, however, the proposed dataset has a
rather small sample size and could be further enlarged. Similarly to
previous datasets, the proposed dataset is restricted to two product
domains. To facilitate insights into the generalisability of models
based on this dataset, more product domains should be added.
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