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Abstract. We propose the Normalized Relevance Distance (NRD):
a robust metric for computing semantic relatedness between terms.
NRD makes use of a controlled reference corpus for a statistical anal-
ysis. The analysis is based on the relevance scores and joint occur-
rence of terms in documents. On the basis of established reference
datasets, we demonstrate that NRD does not require sophisticated
data tuning and is less dependent on the choice of the reference cor-
pus than comparable approaches.

1 Introduction
The knowledge of the semantic relatedness of two terms is of im-
portance in many applications in the areas of linguistics, informa-
tion retrieval and text mining. While humans can easily assess the
semantic relatedness for terms they are familiar with, this task is dif-
ficult to solve for automatic approaches. Research has addressed this
issue over the last decades using various methods. From statistical
analysis of word co-occurrence, over models for latent topic spaces,
approaches based on lexical databases, to solutions involving Web
search engines as tools for analyzing the Web as a corpus.

Two well-known and well-performing approaches based on statis-
tical analysis of reference corpora are the Normalized Google Dis-
tance (NGD) [2] and Explicit Semantic Analysis (ESA) [4]. NGD
uses hit counts provided by Web search engines to estimate the prob-
ability of two terms to appear in a Web document individually as
well as the probability to co-occur. ESA, instead, uses Wikipedia as
a controlled reference corpus for computing a vector of relevance
scores between a term and all articles in the corpus. The semantic
relatedness of two terms is computed using the cosine similarity of
their vectors of relevance values. ESA provides high quality values
for semantic relatedness, outperforms NGD and has been adopted in
many applications and methods. A drawback of ESA is that its per-
formance depends on the choice and quality of the reference corpus.
Thus, various papers have investigated ideal compositions for the ref-
erence corpus, preprocessing, and data tuning methods [6, 20, 22].

In this paper, we extend the theory behind NGD to incorporate
relevance scores obtained over a controlled reference corpus. Our
approach, the Normalized Relevance Distance (NRD), combines rel-
evance weights of terms in documents and the joint relevance of the
terms to identify not only co-occurrence but also correlation of im-
portance of the terms in documents.
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In our evaluation, we empirically show that NRD is competitive
with ESA in terms of computing semantic relatedness and signif-
icantly outperforms NGD when using the same reference corpus.
Furthermore, we show that NRD is less susceptible to the choice and
data tuning of the reference corpus.

The rest of this paper is structured as follows: In Section 2, we re-
view related work and give an overview of state of the art approaches
for computing semantic relatedness. We present our own approach in
Section 3 and describe our empirical evaluation in Section 4. We con-
clude the paper in Section 5 with a summary of our findings and an
outlook at future work.4

2 Related Work
Related work on semantic relatedness can be divided in knowledge-
based, corpus-based and hybrid methods.

The use of knowledge bases such as thesauri or lexical databases
is central to various approaches. Many essential contributions rely,
for instance, on WordNet [15]. Such measures for semantic related-
ness use different properties of the semantic network in WordNet, for
instance, shortest path or PageRank information [1, 11, 21]. These
approaches have the limitation that semantic relatedness can only be
computed for concepts which are found in the network.

An alternative approach is to mine semantic relatedness from doc-
uments in a suitable reference corpus. Web-based measures use the
Web as reference corpus to compute semantic relatedness. The ratio-
nale for using the Web is the huge amount of text in different lan-
guages, which can be used to extract new lexical semantic knowl-
edge. However, directly accessing all information available on the
Web is hardly feasible from a computational point of view. A com-
mon solution to circumvent this problem is to leverage the index of
a Web search engine. NGD, for example, makes use of hit counts for
terms appearing individually and together to compute an informa-
tion theoretic distance measure. We will describe NGD in more de-
tail in Section 3. As an alternative to the entire Web, also Wikipedia
is frequently used as reference corpus due to its wide scope, high
quality and public availability. Salient Semantic Analysis [9] and
the Wikipedia Link-based Measure [30], for instance, exploit anchor
texts and the link structure between different Wikipedia concepts to
compute semantic relatedness between terms. WikiRelate! [29] and
its successor WikiNet [18] search for appropriate Wikipedia articles
for two related terms and then compute semantic relatedness based
on the paths within the category hierarchy or text overlaps.

4 Our approach has been prototypically implemented and is available at
https://github.com/chrip/SemanticRelatedness



ESA uses weighted vectors of Wikipedia concepts to represent
terms. Semantic relatedness is then computed by comparing these
vectors with a cosine metric. For this approach, an inverted index
has to be created that maps terms to concepts, which needs prepro-
cessing of the whole text corpus. ESA can be applied to both, single
words and text fragments. The overall performance of ESA can be
optimized by a number of factors. For example, by choosing an ade-
quate article selection strategy [20] or by the topic composition and
the size of the index collection [6]. A pruning of the concept vec-
tor entries and an improved length normalized tf-idf score has been
used by [28]. In [22], the authors apply several optimization mea-
sures such as replacing tf-idf by BM25F, pruning the ordered term-
document vectors to 250 entries, using only the 10,000 longest arti-
cles, indexing only the top 100 terms of each article and only terms
which occur at least in 10 articles. Further optimizations techniques
incorporate semantic properties like article link structure and catego-
rization in their approach [26] or use PageRank weights instead of
tf-idf scores [17].

A survey of the quality of different approaches for determining
semantic relatedness is given in [19]. The authors show that hybrid
measures, which use multiple corpora or combine lexical knowledge
bases and reference corpora, outperform other measures for semantic
relatedness. In fact, currently the state of the art approaches for com-
puting semantic relatedness between terms achieve their improve-
ments by combining several sources of background knowledge. Tem-
poral Semantic Analysis (TSA) [23] improves ESA by additionally
incorporating the co-occurrence of terms over time. To this end, the
authors use Wikipedia and The New York Times newspaper archive
from the past 130 years. In [31] a refinement of ESA is presented,
which combines multiple vector space models build over a text cor-
pus, thesauri and Web search results. CLEAR [7], which stands for
Constrained LEArning of Relatedness, achieves its high performance
with a machine learning algorithm trained on data obtained from
WordNet and three text corpora from very different domains. How-
ever, improving single corpus based metrics—as presented in this
paper—can be seen as a foundation for improvements in multi cor-
pus or hybrid approaches.

3 Normalized Relevance Distance

We now introduce our NRD approach and develop it using the theo-
retical background of NGD. In Section 3.2, we will go into details of
how we implemented NRD on top of an inverted index.

3.1 Theoretical Motivation

At the core of NGD lies the Normalized Compression Distance. The
Normalized Compression Distance measures the distance between
two strings on the basis of a compression algorithm [2]. This dis-
tance metric compares two strings x and y using the length of the
compressed encoding of their concatenation xy in relation to the
length of their individual encodings. If the function C(x) provides
the length of the encoding of a string x using a given compression
algorithm then the Normalized Compression Distance for strings x
and y is defined as:

NCD(x, y) =
C(xy)−min (C(x), C(y))

max (C(x), C(y))
(1)

The numerator in Equation (1) indicates that the distance of x and
y is small if the length overhead of encoding xy is small compared to

the shortest encoding of either of the two strings alone. The denom-
inator provides a normalization factor to ensure consistent values in-
dependent of the length of x and y.

The Normalized Google Distance follows the approach of employ-
ing a prefix-free code [10] as compression scheme underlying C(x).
The advantage of this approach is that Shannon’s source code theo-
rem [27] provides an optimal lower bound for the length of the prefix-
free code words if a distribution P (x) over the strings is known. In
this case, it is possible to use the entropy value − log(P (x)) as the
optimal length of the encoding C(x). Furthermore, in the context of
NGD we are not interested in arbitrary strings x, but rather in terms
tx. Accordingly, we need to estimate a probability distribution P (tx)
over terms.

For NGD, this distribution P (tx) is estimated from the hit count
given by web search engines (e.g. Google) when querying for docu-
ments containing the term tx. If the function f(tx) provides the count
of relevant documents returned for query tx and N is the aggregated
total number of documents provided for all terms5, then the probabil-
ity of tx can be estimated by P (tx) =

f(tx)
N

. The concatenation txty
in this setting is interpreted as querying for the boolean conjunction
tx ∧ ty , i.e f(tx, ty) provides the number of documents containing
both terms.

The lower boundary length for an optimal prefix-free code word
for tx is then log(N) − log(f(tx)). Substituting C in Equation (1)
with the corresponding value for the length of an encoding leads to
the following final formula for NGD:

NGD(tx, ty)=
max(log(f(tx)),log(f(ty)))−log(f(tx,ty))

log(N)−min (log(f(tx)), log(f(ty)))
(2)

NGD as a semantic relatedness metric can easily be transferred to
any other indexed corpus than Google’s search index. For instance,
it can be computed using a search index built over the documents of
Wikipedia. We will refer to this variation as Normalized Wikipedia
Distance (NWD) and use it for comparison over a controlled refer-
ence corpus. Equation (2) remains unchanged for NWD and the fre-
quency functions f are still based only on the binary notion of term
presence in a document.

However, it is long known in Information Retrieval that words can
also occur in a document “by chance” [8]. In this case, a term tx is not
really relevant to the description of the document. Accordingly, one
should not consider these documents in estimating the probability
P (tx), or at least to a lower degree. Probabilistic relevance models
for Information Retrieval have been developed to identify the proba-
bility of relevance of a document and a specific term. The history of
the developed models goes far beyond the scope of this paper and we
refer to [24] for a detailed summary of the findings.

A result of the analysis are tf-idf based models assigning a weight
to each term in each document. These weights can be considered a
metric for the probability of relevance for a given term and docu-
ment6. In this way, we can specify the probability of term tx to occur
in a document to be a joint probability of tx to appear in a docu-
ment d and the probability P (Rel|d, tx) of tx to be actually relevant
for document d. Given again a total number of N documents in the
index, this leads to the probability P (tx) to be estimated by:

5 N is a large number which is difficult to obtain. However, it has been shown,
that the concrete choice of N has no effect on the quality of the results, but
simply scales all relatedness scores. Thus, it is in practice often set to the
total number of documents in the search index [2].

6 Due to transformations and simplifications under computational aspects the
actual values do not comply with the formal characteristics of a probability
density function.



P (tx) =

∑
d:tx∈d P (Rel|d, tx)

N
(3)

Using the normalized tf-idf weight tf-idfnorm(tx, d) as an approx-
imation for P (Rel|d, tx) leads to a better approximation of the proba-
bility P (tx). Incorporating this value for P (tx) into the compression
schema in [2] leads to a substitute for the frequency functions f . As
a result, in our NRD approach we use the functions fNRD for single
and combined terms as follows:

fNRD(tx) =
∑
d∈D

tf-idfnorm(tx, d) (4)

fNRD(tx, ty) =
∑
d∈D

tf-idfnorm(tx, d) · tf-idfnorm(ty, d) (5)

This leads to an adaptation of Equation (2) and we obtain the final
formula for computing NRD as follows:

NRD(tx, ty)=
max(log(fNRD(tx)),log(fNRD(ty)))−log(fNRD(tx,ty))

log(N)−min (log(fNRD(tx)), log(fNRD(ty)))
(6)

3.2 Implementation
To access relevance scores over terms and documents we lever-
age the mature and widely adopted text retrieval software Lucene7.
Lucene implements a length-normalized tf-idf variant as relevance
scores [14, p. 86] which suits our needs for estimating the probabili-
ties of relevance.

To ensure that all Lucene scores tf-idfLucene(t, d) are in a range
between 0 and 1 we divide all scores by the largest score occurring
for term t:

tf-idfnorm(t, d) =
tf-idfLucene(t, d)

max{tf-idfLucene(t, d
′) | d′ ∈ D} (7)

Lucene makes use of an inverted index which maps each term to
the vector of documents in which it occurs. Therefore, all relevance
scores for a given term can be accessed very efficiently. As a conse-
quence, our NRD approach is also computationally attractive.

4 Evaluation
We empirically evaluate our NRD approach under three aspects. First
of all, we compare its performance in assessing the semantic related-
ness of given word pairs with other single corpus-based and non-
hybrid approaches. Furthermore, we are interested in the influence
of the quality of the reference corpus on NRD—especially in com-
parison to ESA. In particular, we want to evaluate the impact of data
tuning methods applied to the reference corpus as well as corpus size
and corpus domain on the performance of NRD.

4.1 Quality in Measuring Semantic Relatedness
With this experiment we want to compare NRD with other single
corpus-based and non-hybrid approaches for determining the seman-
tic relatedness of word pairs.

7 http://lucene.apache.org

Table 1. Evaluation results (Spearman’s correlation) of ESA, NWD, and
NRD. The upper part of the table shows other non-hybrid metrics for

semantic relatedness reproduced from [19] for comparison.

Similarity Measure MC RG WS
ρ ρ ρ

Random 0.056 -0.047 -0.122
N-WuPalmer 0.742 0.775 0.331
N-Leack.Chod. 0.724 0.789 0.295
W-NGD-GoogleWiki 0.334 0.502 0.251
C-BowDA 0.693 0.782 0.466
C-SynDA 0.790 0.786 0.491
C-NGD-Factiva 0.603 0.599 0.600
C-PatternWiki 0.461 0.542 0.357
D-ExtendedLesk 0.792 0.718 0.409

ESA 0.793 0.803 0.744
NWD 0.742 0.742 0.743
NRD 0.811 0.821 0.756

Experimental Setup: In our experiments we rely on established
datasets for assessing the quality of automatic approaches for com-
puting semantic relatedness of term pairs. For this purpose, we make
use of the evaluation framework sim-eval [19]. The sim-eval frame-
work provides three openly available datasets and scripts for the
comparison of semantic relatedness measures. The datasets MC [16],
RG [25] and WordSim353 [3] cover 30, 65 and 353 term pairs which
have been assessed by human experts for their semantic related-
ness. The quality of automatic semantic relatedness measures can
then be evaluated based on the Spearman’s correlation between val-
ues provided by human experts and the automatic approach. State of
the art approaches that achieve high Spearman’s correlation to the
RG dataset are [1, 9, 11, 21, 31]. Approaches with high correlation
to WordSim353 are [7, 23, 31]. All these methods achieve slightly
higher correlation values than our approach. However, we argue in
this paper for the simplicity and robustness of our method that uses
only one single corpus, is stable over different preprocessing steps
and does not use any hybrid or machine learning methods.

In the context of this framework we evaluate NRD, ESA and
NWD. To be able to compare our approach in the most competi-
tive setting, we employ an existing weighted inverted index, which
is available as part of an open source implementation of ESA [12].
The index contains tf-idf scores as weights and is highly optimized
for ESA making use of the most common data tuning techniques.
Results: Our results for the performance of NRD, NWD and ESA are
shown in Table 1, the performance metrics for other approaches are
taken from [19]. Consistent with other surveys, we observe that ESA
performs better than all other single measures evaluated in [19] in
assessing the semantic relatedness on the datasets MC, RG and WS;
especially in comparison with the Normalized Google Distance on
the Google index (W-NGD-GoogleWiki) and the Normalized Google
Distance on the Factiva corpus (C-NGD-Factiva).

NWD achieves comparable results to ESA on the WordSim353
dataset, but is clearly outperformed on the smaller datasets MC and
RG. However, our novel NRD approach performs best for all of the
three datasets for semantic relatedness.
Discussion: NWD, ESA and NRD all make use of a single text
corpus representing the background knowledge in the system. They
share the same hypothesis that the co-occurrence of two words in
the same document indicates a semantic relatedness. From a techni-
cal point of view they use an inverted index which provides for each
term a list of the documents, i.e. Wikipedia articles, wherein it occurs
as well as a relevance weight. The difference between the three ap-



mark
up

rem
ov

ed

ter
m

do
c-f

req
>

3

in-
lin

ks
>

5

ou
t-l

ink
s >

5

no
rm
>

10
0

ter
m

ste
mming

ind
ex

pru
nin

g

sto
p word

filte
r

an
ch

or
tex

ts
ad

de
d

ref
ere

nc
e ind

ex
[12

]
0.4

0.5

0.6

0.7

0.8

C
or

re
la

tio
n

w
ith

hu
m

an
s

NRD
NWD
ESA

Figure 1. Impact of accumulated preprocessing steps, applied on the
WikiPrep2005 dataset.

proaches lies in how they use this information. This difference also
explains the performance of the algorithms.

NWD ignores the relevance weights. The frequency functions
f(tx) and f(ty) only utilize the number of documents in which tx
and ty appear. The combined frequency function f(tx, ty) counts the
documents in which both terms are present. Not making use of rele-
vance information leads to the lower performance.

ESA, instead, uses the specific relevance weights for each docu-
ment. The motivation is to interpret the vector of weights over all
Wikipedia documents as a concept vector and to compute similarity
in this concept space. This interpretation is easy to follow and ESA
has shown to perform well in many settings.

NRD combines the benefits of NGD and ESA. On the one hand,
it integrates the metric underlying NGD. On the other hand, it in-
creases the performance of NGD by incorporating relevance weights
as done in ESA. The frequency functions fNRD(tx) and fNRD(ty) sum
up the tf-idf scores of all entries in the concept vectors belonging to
tx and ty . The combined frequency fNRD(tx, ty) is calculated by the
scalar product of two vectors, which exhibits strong similarities to
the cosine metric used in ESA. The biggest difference lies in the nor-
malization of the two approaches. NRD is based on a normalized
information distance, while ESA uses vector length normalization.

We attribute the high quality of both NRD and ESA to this similar
use of relevance information. However, ESA has been extended and
optimized using several data tuning techniques. The question of the
impact of these optimizations motivates our next expriment.

4.2 Reference Corpus: Impact of Data Tuning
Methods

In the context of ESA, it has been observed that performance can be
improved by tuning the reference corpus and the resulting index. In
our previous experiments we used such a fine-tuned reference index.
With our second experiment we intend to identify, if and to which
degree also NRD benefits from such work-intensive preprocessing
of the reference corpus.
Experimental Setup: As reference corpus we used the original
dataset employed in [5] which is available for download on the
author’s website8. This dataset is an already slightly preprocessed
Wikipedia snapshot from 2005: Wikipedia templates and redirection

8 http://www.cs.technion.ac.il/˜gabr/resources/code/
wikiprep/

links are resolved, wiki markup has been removed, date formats are
normalized, and meta data is added to each article. We refer to this
dataset as “WikiPrep2005”.

Starting from this dataset, [5] list further data tuning tasks which
they performed to improve the semantic relatedness performance.
The tuning tasks given are: (a) considering only terms which occur in
more then three articles, (b) requiring articles in the reference corpus
to have at least five in- and out-links, (c) requiring the article’s mini-
mum word length to be 100, (d) applying a stemming algorithm, (e)
performing an index pruning step, (f) removing stop words and (g)
cross-document smoothing techniques based on adding anchor texts
to referenced article contents. In this list of tasks, the most complex
processing step is the index pruning. This pruning step operates on
an inverted index, which provides for each search term its ESA vec-
tor of tf-idf weights for the documents. This is done using a sliding
window algorithm [5], which cuts away the long tail of descending
ordered tf-idf scores in the vectors. If, for example, a term occurs in
a few documents very frequently and in a large number of other doc-
uments only rarely, the documents with only few occurrences are cut
away. Please note, that this pruning technique has been empirically
motivated by the improved performance of ESA. For NRD there is
no theoretic motivation to perform pruning and we omit this step in
the data preparations for NRD.

In our experiment we successively perform each of these well-
documented data tuning steps on the WikiPrep2005 dataset. After
each step we built a Lucene index over the optimized reference cor-
pus to obtain tf-idf scores for each term and document. We then use
this index as background knowledge for NRD, NWD and ESA to
compute semantic relatedness values for the WordSim353 dataset
and compare them to the values provided by human experts. In this
way we can measure the impact and improvement obtained by each
data tuning method. For comparison, we employed for the last data
point in this experiment again the fine-tuned reference index used in
the previous experiment.
Results: The plot in Figure 1 shows how the performance of NRD,
NWD and ESA is affected by each of the data tuning steps. As one
can see, even without any further data tuning, NRD reaches a high
correlation of 0.736.

With the same un-optimized reference corpus, ESA obtains a cor-
relation of 0.524. This low value is even higher than the values pro-
duced with the ESA reimplementation in [9] where a correlation of
0.435 is reported. While the performance of NRD and NWD is very
stable and changes only little, ESA is affected most by the two steps
of stemming and index pruning. Applying a stemmer causes the per-
formance of ESA to drop, while the index pruning boosts ESA to per-
form better than NWD. NRD, however, consistently performs better
than ESA.

We also noticed, that for ESA we could not reproduce the correla-
tion value of 0.744 observed with the given fine-tuned reference in-
dex. The best ESA results achieved with our implementation are lim-
ited to 0.678 after we had successively applied all steps up to the stop
word filter. Also for NRD we observe a insignificantly lower perfor-
mance of 0.744 on our own index, after anchor texts were added, in
comparison to the correlation of 0.756 obtained on the pre-computed
reference index. This gap, mainly between the results of our ESA im-
plementation and the values obtained with the reference index can be
attributed either to a variation for computing tf-idf scores used in the
preprocessed corpus or further, not documented data tuning steps.
Discussion: The negative impact of term stemming on ESA can be
attributed to semantically different terms being reduced to the same
syntactical stem. However, in the overall process, term stemming
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concepts (dataset WikiPrep2005).
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Figure 4. Impact of increasing number of
concepts (dataset Reuters corpus 1996-1997).

seems to be of negligible importance. The drop in performance is
recovered by the next step of index pruning. Interestingly, if apply-
ing index pruning without a prior stemming, the quality of the results
does not improve, but is actually marginally below the combination
of applying stemming and pruning.

The positive impact of index pruning, instead, can best be ex-
plained by reducing noise in the data. Filtering out low relevance
scores in the concept vectors probably eliminates articles which con-
tain a term by chance.

We hypothesize, that the fact that none of the data tuning tasks
has a large effect on NRD or NWD can again be explained by the
conceptually different approach. The sound theoretic foundation of
NRD makes it less susceptible to noise. Small deviations in the rel-
evance weights over multiple documents do not have a high impact
on the overall probability distribution P (tx) underlying the assumed
compression scheme. In ESA, instead the length and direction of the
concept vectors is affected stronger by this noise.

4.3 Reference Corpus: Impact of Domain and Size
In the last experiment, we look at the relation between the size and
domain of the reference corpus and the semantic relatedness perfor-
mance.
Experimental Setup: We implement this experiment using three dif-
ferent text corpora: WikiPrep2005, a more recent Wikipedia snapshot
from June 4, 2013, and Reuters CV1 [13] from 1996-1997. We incor-
porated the more recent Wikipedia snapshot to additionally confirm
our observations also over reference corpora from different points in
time. For each of these datasets we sampled smaller reference copora
of increasing size. Each of the samples were used to build the index
structure for NRD and ESA. We evaluated the performance of NRD
and ESA on the WordSim353 dataset.

For this experiment, we use only the most important preprocessing
steps found in the experiment above, which are applicable on all three
corpora. These steps are term stemming, discarding all articles with
less than 100 words and the index pruning for ESA. Because of the
lack of links in the Reuters dataset, the contraints on the in- and out-
link structure cannot be considered. However, as we have seen in
Section 4.2 this preprocessing step does not have a noticeable impact
on the performance of ESA.
Results: In Figure 2, we see how the performance of NRD and ESA
develops when using more and more documents of WikiPrep2005
as reference corpus. ESA reaches a maximum correlation of 0.677
with the human assessments in WordSim353 by employing a subset

of 45,000 articles. In this setting, the increase to 100,000 or 1 million
articles leads to an even lower performance of ESA, whereas NRD
archieves its maximum of 0.739 with 1 million concepts.

On the 2013 Wikipedia snapshot, both algorithms perform best
when using 1 million articles (cf. Figure 3). The highest correlation
observed for NRD is 0.678, ESA archieves a correlation of 0.593 at
its best.

For the Reuters corpus we observed again a performance decrease
for ESA after exceeding a certain threshold, which on this corpus is
reached at 75,000 articles (cf. Figure 4). In contrast, the performance
of NRD is as on the other two corpora always monotonically increas-
ing when increasing the amount of articles. The absolute numbers of
0.487 for ESA and 0.602 for NRD are slightly lower compared to the
Wikipedia-based corpora evaluated above.
Discussion: Also on corpora of different size and domain, we ob-
serve NRD to perform consistently better than ESA. An interesting
fact is that NRD also always benefits from using a larger reference
corpus, as the performance increases when adding more documents.
For ESA, however, we observed a drop in performance in two of our
three experiments, when exceeding a certain size of the reference
corpus. We hypothesize that this is an artifact of the index pruning
step for ESA. Pruning has a stronger effect when the reference cor-
pus, and thereby the concept vectors gets larger. While in general
ESA benefits from pruning the index, this step also potentially dis-
cards some valuable information contained in the smaller relevance
values.

The observation that using Reuters as reference corpus leads to an
overall lower performance for both ESA and NRD is consistent with
previous results on ESA. The Reuters corpus, in this case, has a low
topic coverage of the terms in the evaluation dataset. Thus, it is more
difficult to have reliable statistics about term correlation.

5 Conclusion
In this paper, we presented NRD, a robust approach for computing
semantic relatedness between terms. NRD makes use of a reference
corpus and extends NGD by incorporating relevance scores. We de-
scribed the theoretical motivation and showed in an empirical evalu-
ation, that NRD outperforms other single corpus approaches for de-
termining semantic relatedness.

Furthermore, we demonstrated that the quality of NRD does not
depend on fine-tuning and optimization of the reference corpus as re-
quired, e.g., for an optimal performance of ESA. Finally, we revealed
that relative to NGD and ESA, NRD performs consistently better on



text corpora of all sizes and different domains. At the same time, we
observed that the performance of NRD increases monotonically with
the size of the underlying corpus.

In future work, we will incorporate NRD into hybrid methods like
CLEAR and methods making use of multiple corpora like TSA. In
this way we will evaluate how the improvements of our single corpus
method can boost the state of the art of more complex approaches.
Furthermore, first attempts to extend our approach from single words
to longer text sequences look promising as well.
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